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BUSIBAEHHSI IIIAXPANMCTBA
B BAHKIBCBKHX TPAH3AKIIsX
3 BUKOPHCTAHHSIM LITYYHOI'O IHTEAEKTY
TA AHOHIMISOBAHHUX NJAHHUX

Pesome

Y cTaTTi po3rnsaHyTO 34aTHICTb KnacudikaTopiB MalIMHHOMO HaBYaHHSA Ha
OCHOBI LUTYYHOrO IHTEMNEKTY, HAaBYEHNX Ha aHOHIMHUX AaHUX BaHKIBCbKUX TpaH3a-
KUir, epeKkTUBHO BUABMATU LLaXpancbki onepauii. Y gocnigXeHHi nepeBipeHo ri-
notesy H1: woHarMeHwe oauH knacudikatop Mae nnowly nig kpveoto ROC-
kpueot (AUC) > 0,50 npotueary HynboBin rinotesi HO, 3rigHo 3 akoto AUC Hai-
Kpawoi mogeni < 0,50. BukopucToBytoun aHOHIMHUIA Habip AaHWX, HagaHUM Ko-
MepuiiHuMm 6aHkom 3i CLUA, ouiHEeHO LUMPOKMIA CNekTp KnacudikaTtopis, 30kpema
aHcambneBi MeToAM Ha OCHOBI OepeB pillleHb, NMOBIPHICHI, METOAM Ha OCHOBI
BifCTaHi, NiHINHI Ta MapXWHanbHi anropuTMM HaBYaHHA, @ TaKOX HEWPOHHY Me-
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pexy i3 3acTtocyBaHHAM nporpamHoro 3abesneveHHss Orange Data Mining. Oui-
HIOBaHHA MoAenen 34iMcHIoBanocd 3a AonoMoro ctpatudgikosaHol 10-kpaTHOI
nepexpecHoi nepesipku. Kinbka mogenen gocsrnu 3HadveHs AUC > 0,50, a meTo-
an gepeBHoro 6ycTuHry 3abesneunnu Hankpawmum 6anaHc Mk BUSBNEHHAM LUax-
pancTtBa Ta OBMEXEHHAM KinbKOCTi XMBHONO3UTUBHMX cnpauboByBaHb. JliHiNHI
6a3oBi Mogeni Ta MeToAM Ha OCHOBI BiACTaHi MPOAEMOHCTPYBann HU3bKy edek-
TUBHICTb, Toai ik SVM 3a6e3ne4ynB BUCOKMI piBEHb NMOBHOTW, MOMpK onepauinHo
Joporui piBeHb XMBHOMO3UTUBHMX CrpaLbOBYyBaHb. 3aranoMm OTpuMMaHi pesyrnb-
Tatu niaTBepoxyTb H1 i He y3rogxytoTbea 3 HO. JocnigxkeHHs nponoHye npo-
30pUN, rOTOBUA OO MPaKTUYHOrO BUMKOPUCTAHHS B GaHKIBCbKOMY CEKTOpi eTaroH
Ha OCHOBI @HOHIMHUX, peaniCTUYHNX ANA BUPOOHMYOro cepefoBULLLIa O3HaK, a 3a-
NPOMOHOBaHWMIA Nigxig Nerko BioTBOPIHOETLCH ANA HanawTyBaHHS MOPOriB MPUINH-
ATTSA pilleHb Ta cUCTeM ynpasniHHSA Yy (PiHAHCOBMX yCTaHOBaX.

Kniouosi cnosa:

aHanitTMka giHaHCOBUX TpaH3aKui, OGaHKIBCbKe LLAXpancTBO, OaHKIBCbKi TpaH3ak-
Lii, Knacudikauis MalMHHOIO HaBYaHHS, WTYy4YHWUI iHTenekT, CatBoost, XGBoost.

Knacudikauisa 3a JEL: G21, C45, C52, C55, M42.

1 Tabnuus, 1 pucyHok, 32 pxepena nirepatypu.

Bctyn

LWtyyHun inTenekt (LUI) cyTTeBO BNNMHYB Ha (oiHAaHCOBY Ta ByxranTepcbky
ccepy, TpaHcdhopmMyBaBLLM Mpouecu 360py, NepeBipku, aHanidy Ta BUSBNEHHS
aHomanin y Benuvknx mMacueax gaHux. Y cepegosuiiax (piHAHCOBOI 3BITHOCTI Ta
npoueayp nNigTBepaXeHHs, Wo 6a3yloTbCa Ha WTYYHOMY iHTENEKTi, BUMYYEHHS,
aHanis i Banigauis gaHnx MoxyTb 6yTM edeKTMBHO CKOOPAMHOBAHI Ha BCiX eTa-
nax, WO 3MEHLUYE KiNbKICTb PYYHUX NMOMWIMOK, NiABULLYE TOYHICTb | piBEHb NPO30-
pocTi ayauty. Knacucdikatopn malumHHoro HaedaHHa (MH) wwmpoko 3actocosy-
I0TbCSl B GAHKIBCbKOMY CEKTOPI AJ1S1 BUSIBJIEHHS LLAXPaNCTBa Ha PiBHI TpaH3akLin,
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Je naTepHU LaxpancbKkol NoBeaiHKU € HeMiHIMHUMK, PO3PIIKEHMMN Ta TakuMu,
Lo WBKuAKo 3miHtoThes (Bolton & Hand, 2002; Ngai et al., 2011).

MeTta pocnigxeHHsa — pocnigutu cuctemun LI, HaBYeHi Ha aHOHIMHOMY
Habopi gaHux, HagaHoMy KoMepuilHum 6aHkom i3 CLUA (ycTaHoBa aHOHIMi3oBa-
Ha); OUiHWUTK, Y MOXYTb Knacudikatopu WI/MH BuaBnaTh waxpancbki TpaH3ak-
uii. [lna onepauioHanisauii 4OCNiAHNULBKOT METU BUKOPUCTAHO pO3LUMpPeHnn Habip
mogenen (Random Forest, XGBoost, CatBoost, SVM, Neural Networks), ouiHe-
HMX i3 3aCTOCYBaHHSIM CTpaTMIiKOBAHOI NepexpecHol NepeBipky, a TakoX Nokas-
HWKIB guckpuMiHauii n 6anaHcy nomunok (AUC, F1, MCC), ski € Hanbinbw npu-
JaTHUMW ONs 3ajay BUSIBNEHHS LlaxpancTBa 3 HesbanaHCOBaHUMU Kracamu
(Chicco & Jurman, 2020; Breiman, 2001; Chen & Guestrin, 2016; Cortes &
Vapnik, 1995; Heaton, 2018).

MeTol JOCnigpKEeHHS TakoX € ouiHKa edeKTUBHOCTI KnacudikaTopis LWTyu-
HOrO IHTENEeKTy M MawmnHHOro HaB4vaHHs (LUI/MH) y BUsIBNEHHI waxpancbknx 6aH-
KIBCbKMX Orepauii B ymoBax, HabnmkeHUX 0 peanbHOro BUpobHMYOro cepepo-
BYLLA, 3 BAKOPUCTAHHSIM BUHATKOBO aHOHIMHUX O3HaK.

OTXe, OCHOBHI rinoTe3n copmMynbOBaHO Tak:

H1 (ocHoBHa rinoTtesa): knacudikatopy MalMHHOIO HaBYaHHSA Ha OCHOBI
LUTYYHOrO iHTEMNEKTY, HaBYeHi Ha aHOHIMHUX AaHMX BaHKIBCbKMX TpaH3akuin, 3aa-
THi echekTMBHO nepeabadatu, Ym € TpaH3akuis waxpancbkoto (AUC > 0,50).

HO (HynboBa rinoTesa): knacugikatopy MalMHHOIO HaB4YaHHSA Ha OCHOBI
LUTYYHOrO iHTENEKTY, HAaBYEHI HA aHOHIMHUX OAaHUX GaHKIBCbKUX TpaH3akuin, He
3a6e3nevyoTb ePEKTUBHOrO MPOrHO3yBaHHSA LUAXPaWCTBa, OCKISIbKM MOKA3HUK
AUC Hawikpawwoi mogeni He nepesuwye 0,50 (AUC < 0,50).

Lla ctaTTa: @) Npo3opuin eTanoH OUiHIOBaHHA 47151 MOPIBHANBHOIO aHanisy
B3a€MO[OMNOBHIOBANbHMX TUMIB Mofernen, 6) aHanisye noporo3anexHy onepadwin-
Hy noBediHky mogenewn (AUC, ToudHicTb mporHosdy/moBHoTa (precision / recall),
MCC, maTtpuui HeBigNOBIAHOCTEN) Ta B) KOHTEKCTYyarnidye eMnipuyHi pe3ynbTatu B
KOHTEKCTi NniTepaTypu 3 aHanisy waxpancrtea Ans 3’'aCyBaHHS, KON 1 YOMY OKpe-
Mi MoAeni WTY4YHOro iHTENEeKTY nepeBepLUyoTh MiHinHIi abo 6a3oBi Moaeni Ha oc-
HOBI BifCTaHi y nNpoLieci BUKOpUCTaHHs GaHkiBCbkux aaHux (Bolton & Hand, 2002;
Ngai et al., 2011; Chen & Guestrin, 2016).

PewTa cTtaTTi opraHisoBaHa TakMM YMHOM: y po3gini 2 npeacTaBrieHo
ornag nitepaTtypu; y po3gini 3 onncaHo Habip AaHuX i 3MiHHI (yCi aHOHiIMi3oBaHi),
a TakoX MeTOAOSIOri0 Ta AN3alH OLUIHIOBaHHSA; y po3aini 4 HaBedeHo pe3ynbTaTty;
y po34ini 5 — npakTUYHi acnekTn BNPOBaMKEHHS; ¥ pOo34iNni 6 06roBopeHo pesyrb-
TaTw, iXHi Hacnigkn Anst MOHITOPUHIY O0aHKIBCbKOro LWaxpancTBa Ta HanpsiMKu no-
Janblwnx gocnimpkeHb; y po3aini 7 chopmynsoBaHO BUCHOBKM.
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Ornap niteparypm Ta noctaHoOBKa npobnemwm

Y iHaHCcOoBIN Ta Byxrantepcbkii cdepax LUTYYHUM IHTEMNeKT LWMPOKO 3a-
CTOCOBYETbCS ANS NiABULLEHHS edPEKTUBHOCTI M TOYHOCTI, NpOTe pe3ynbTaTu 3a-
nexartb BiJ opraHi3auiiHOi roTOBHOCTI, SKOCTi JaHUX Ta CUCTEMU BPSLYBaHHS.
3rigHO 3 ornsgamu BMPOBAMKEHHS LUTYYHOrO iHTENEKTY, KOMMaHii OTpUMYOTb
BigYYTHI NepeBarn 3a HassBHOCTI HaAiMHNX KOHBeEPiB 00po6KM AaHMX i YiTKOro Ha-
rnagy, ToAi K BiACYTHICTb LIMX YNHHUKIB NPU3BOAMTL A0 HU3bKOI e(heKTUBHOCTI Ta
aediunty posipu (Cubric, 2020; Petkov, 2020). Llelt KOHTEKCT € NPUHLMMNOBO Ba-
XNMBMM ONS 3adad BUSIBIIEHHS GaHKIBCbKOro LlaxpancTea: HaBiTb MOTYXHi anro-
PUTMMN OEMOHCTPYBaTUMYTb HU3bKY PE3YNbTaTUBHICTb 3a HWU3bKOI SKOCTI AaHUX,
cnabkoro koHTpono abo MoHiTopuHry. OpraHisalis Ta roToBHICTb AaHUX He €
OpYropsaHMMKU acnekTamu, OCKINbKM came BOHU BM3HA4YaloTb BEPXHIO MeXy ede-
KTMBHOCTI Byab-AKOi MoAeni, Lo HaBYaeTbCA Ha BaHKIBCbKMX TpaH3aKLisx.

OecatnnitTa gocnigpkeHb Nokasanu, WO LWaxpanucTBO 3 TpaH3aKUigaMn mae
TPW BNacTUBOCTI, AKi YCKNaAHIOITb MPOrHO3yBaHHSA, a came: a) cyTTesuin aucba-
naHc Knacie (LWaxpariCbknUX TPaH3aKUi 3HAaYHO MEHLUe, HiK NeritTMMHuX nnare-
XiB), 6) 3MiHa NOBEIHKOBMX MaTepHIB 3 YacoMm y Mipy aganTauii 3Mo4YnHLUiB Ta B)
ACMMETPUYHICTb BUTPAT (MPONyLLEHNA BUNAAOK LUaXpancTea € 4OPOroBapTiCHUM,
OfHaK HagMipHa KiflbKiCTb XMOHOMO3UTMBHKX CMpaLbOBYBaHb TAKOX NMPU3BOAUTb
4o 3HayHux BuTpaT) (Bolton & Hand, 2002; Ngai et al., 2011). Y 3B8’a3ky 3 uum Bu-
SIBMIEHHS LWaxpancTBa TpaauuinHo oopMymnloeTbCs SK 3adada HaBYaHHS 3 yyuTe-
neMm (knacudikauis KoxHOT TpaH3akuii) y NoegHaHHi 3 nigxogamu BUSBIEHHS
aHomManin (ineHTudikauis Hetunosoi nosediHku) (Bolton & Hand, 2002; Ngai et
al., 2011; Bulatova et al., 2019; Kuryliak et al., 2025).

HeniHinHi aHcambni aepeB pilweHb 0cobnmBo eheKTMBHI Yy NpoLeci BUKOPU-
CTaHHA CTPYKTypoBaHux GaHkiBCbkux AaHuxX. Random forest (aHrn. BunagkoBum
nic) (Breiman, 2001) mopentoe B3aemogii 6e3 cknagHoro KOHCTPYOBaHHS O3HaK,
a metoau rpagieHTHoro 6yctuHry (Hanpuknag, XGBoost) iTepaTMBHO KOpuryoTb
nomunkn (Chen & Guestrin, 2016). Y CatBoost kaTeropianbHi 3miHHi 06pobns-
I0TbCSH HATMBHO, a NMepeHaBYaHHHA 3MEHLIYETLCHA 3aBAsSKM yrnopsgkoBaHoMy Oyc-
TuHry (ordered boosting), Wwo € ocobnvMBO KOPUCHWMM, KONMN O3HAKM BKKYaKOTb
TN NPUCTPOLO, KaHan Ta TUN TpaH3akuil. EMnipnyHi gocnigpkeHHs, Wo goaarTb
YyacoBi abo pensuirHi curHanm (nocnigoBHOCTI abo Mepexi Mk KapTkamu 1 Top-
roBLSMMK), TaKoX MOKa3ylTb, WO THYYKi HEMiHilHi anroputMu nepeBepLUyoTb
npocTi NiHinHi moaeni abo 6a3oBi anropnTMn Ha OCHOBI BiacTaHi (van Vlasselaer
et al., 2015; Jurgovsky et al., 2018).

Yepes HU3bKy 4acToTy BUNAAKIB LUaxpancTea Ta acMMETpil0 BUTPAT BUKO-
PUCTaHHS NULIE MOKa3HMKa TOYHOCTI MPOrHO3y MoXxe ByTv OMaHNMBUM. Y HayKo-
Bil niTepaTypi 3a3HayeHoO Taki pekoMeHaalii: a) BMKOPUCTOBYBATM MOKA3HMKU
OMCKpUMIHaLT, WO He 3anexaTtb Big noporoBux 3HadeHb (AUC), 6) aHanidyBaTu
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TOYHICTb NPOrHO3y / MOBHOTY, 30CEPEPKEHY HA MIHOPUTAPHOMY Knaci (Laxpancr-
Bi), Ta B) BUKOPMCTOBYBATU 36anaHCOBaHi METPUKU, LLO BPaxXOBYHOTb YCi YOTMPK
KOMipKn matpuui HeignosigHocTen, 3okpema MCC (Fawcett, 2006; Saito &
Rehmsmeier, 2015; Chicco & Jurman, 2020). TakoX 3a0X04YyeETbCS O4YEBUOHE
BpaxyBaHHS BUTpAT Mif Yac HaB4YaHHA Moernen (HaBYaHHs 3 ypaxyBaHHSIM BU-
TpaT) Ta nig Yac BCTaHOBMEHHS NOporiB NpUMUHATTS pieHb (Bahnsen et al., 2013;
Bahnsen et al., 2015). Kpim Toro, Pozzolo et al. (2018) HaronowytoTb, Lo ouiHo-
BaHHsS1 HE MOBMHHO I'PYHTYBATUCS TifMbKM HA CTAaTUYHUX BUMNALKOBMX HEBIOMNOBIA-
HOCTSAX, @ Mae BpaxoByBaTWM YMOBM pearbHOro cepeaosulla (Hanpuknag, 4acosi
po3puBU, KOHLIEeNTYyanbHU Apend, 3aTpumMku Bepudikadii).

Pasom Ui BUCHOBKM 3ab6e3neyuytoTb YiTKy TEOPETUYHY OCHOBY 7151 HALUOro
aocrnimpkeHHss. Mu HaBuMnn pisHOMaHiTHUIA Habip knacudikatopis LLUI/MH Ha aHo-
HIMi30BaHUX OaHuX OaHKIBCbKMX TpaH3akuin Ta ouiHunm ix 3a gonomoroo AUC
(BnckpuMiHauis, HevyTnMBa 0O MOPOroBMX 3HAYEHb), TOYHOCTI NPOrHO3y / MOBHO-
Tn (gokyc Ha MiHopuTapHomy knaci) Ta MCC (36anaHcoBaHa KOPEKTHICTb Knacu-
dhikauii) B mexax cTpaTudikoBaHOI NepexpecHoi NepeBipku.

LUTy4yHMI IHTENEKT CnpuUsie BUSBMNEHHIO LWAaxpancTBa Ta aHOMarnbHoi giHaH-
COBOI aKTUBHOCTI, O NiABULLYE OOCTOBIPHICTb i TOYHICTb PiHAHCOBOI 3BiTHOCTI,
3MEHLUYHOUN PU3UKN 1T CNOTBOPEHHSA BHACMIAOK LIaxpamCbKUX TpaH3akuii, nopy-
LWIEeHHS UinicHOCTI ayauTy Ta 3HaYHUX BUKpUBIEHb diHaHcoBol iHdbopmauii (Wells,
2020). CnctemMn BUSBMEHHS LUAXpanCcTBa Ha OCHOBI MAaLUMHHOIO HaBYaHHA 34aTHi
iAeHTUikyBaTKU aHOManii WBMALIEe W TOMHIWe, HPK BUKOPUCTaAHHA nNuLle pyYHUX
npouenyp nepesipkn (Ngai et al., 2011). Mogeni BUABNEHHSA Ta NPOrHO3yBaHHS
LIaxpancTBa, KepoBaHi WTYYHUM iHTenekTom, 3okpeMa Random Forest, Gradient
Boosting i Neural Networks, gosenu cBoto epeKTUBHICTb Y BUSIBMEHHI NOBEMIHKM
3 BWCOKMM pPIiBHEM pPU3UKYy B OaHKIBCbKOMY CEepefoBWLLi, MOCUIIOKYN CUCTEMU
BHYTPILLUHbOrO KOHTPOM Ta 3abe3nevyoun HagilHiCTb hiHAHCOBOI 3BITHOCTI
(Ryman-Tubb et al., 2018). BigTak ouiHi0OBaHHs1 anropntMmiB BUSBIEHHS LLAxpamc-
TBa 6esnocepedHbO CNpusie rMUMBLIOMY PO3YMIHHIO TOrO, K LUTYYHWA iHTENeKT
MOXe NiABULLNTW HAAINHICTb | JOCTOBIPHICTL hiHAHCOBUX MPOLIECIB.
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MeTopnonorisa Ta TeopeTudHi 3acagm

Y [oocnigpkeHHi BUKOPUCTaHO aHOHIMi3oBaHWUn Habip AaHuxX Npo TpaH3akuii,
HagaHui komepuinHum 6aHkom i3 CLUA, akuin nobaxas O6yTu Hesigomum. basy
OaHNX HagaHo Ha ymoBax AOTPUMaHHS KOHQIAEHUINHOCTI, Y 3B’A3KY 3 YMM HeOoOb-
pobneHi TpaH3akuiHi AaHi He MoXyTb B6yTK onpunoaHeHi. Nepen HagaHHAM [o-
CTyny 3 Habopy OaHUX BUIyYEHO BCHO iHGhOopMaUito, Wo Morna 6 4o3BonuTu igeH-
Trdpikauito isnyHux ocid. [JocnigkeHHsa 3ocepeskeHe TiNlbKU Ha BUSIBMIEHHI LWaXx-
pancTBa Ha piBHi OaHKIBCbKMX TpaH3aKuii i Npu3HaveHe nvwe Ans 4ocnigHuLb-
KMX Linew.

LinboBa 3miHHa (6iHapHa): /s Fraud (knac «1» posansadaembcs K no3umu-
eHull / uinbosuli knac y cepedosuwyi Orange) (3 aHrn.: HasiBHicTb_LLlaxpanicTsa).

OcobnuBocTti npeaukTopa: Transaction Amount, Transaction Type,
Transaction_Time, Device Used, Account Age, Credit Score, Previous Fraud (3
aHrn.: Cyma_TtpaHsakuii, Tun_TpaH3akuii, Yac_TtpaHsakuii, BukopuctaHuin_npuctpin,
Bik_paxyHka, KpeanTHuin_ckopuHr, [NonepeaHe_LliaxpancTeo).

TunoBi OaHKIBCbKI AaHi MICTATb CymMy TpaH3akuii, 4acoBy MiTKy (gata W
yac), npucTpi abo kaHan 34iNnCHEeHHSA onepadii, TN TpaH3akuii, TpMBaniCTb iCHY-
BaHHSA M aKTUBHOCTI paxyHKa, a TakoX GiHapHWI iHOMKaTOp nonepefHix BMNagkiB
Laxpancrea.

3a JonoMOrow 4eckpunTopiB TpaH3akLili, iHOUKaTopiB kaHanie, iHpopmauii
Npo KnieHTa / Noro paxyHok Ta MpOoCTOi icTopii noBeAiHkM Habip 03Hak BignoBigae
yCTaneHin npakTuui aHanisy LaxpanuctBa Ha piBHIi TpaH3akuin. O3Haku
Transaction_Amount Ta Transaction_Time BigobpaxalTb BENUYUHY Ta YacoBi
3aKOHOMIPHOCTi NOKYMOK, SIKi YacTO BiApPI3HAOTbL LLaxpancbki onepalii Big neritu-
MHUx (Whitrow et al., 2009; Jurgovsky et al., 2018). PisHi nnaTixHi kKaHanu Ta Bek-
TOpW OocTyny (Hanpuknaz, onepadii 3 gi3U4HO NPUCYTHICTIO KAPTKM NPOTU Bia-
JaneHnx TpaH3akuin, 6aHkomaT npoTU OHManH-kaHany) Heo4HOPa3oBO [AEMOH-
cTpyBanu BigmiHHI npodini pmsuky (Bolton & Hand, 2002; Ngai et al., 2011).
OsHaka Account_Age Bigobpaxae edeKTn XUTTEBOrO LMKITYy paxyHka (HOBi paxy-
HKM, SIK NPaBWIIo, MalTb BUWUIA pu3nk), a Credit_Score Hagae y3aranbHeEHy OLiH-
Ky KP€AUTHOro PU3NKy, MOB’SI3aHOIO 3i CXWUSIBHICTIO A0 WaxpanicTBa B onepauiniHnx
ymoBax (Ngai et al., 2011; Bhattacharyya et al., 2001). Osnaka Previous_Fraud
KoOye MiHiManbHy iCTOpit0 NoBeAiHKM: nonepefHbo MNiATBEPAXEHi BUNagKu Lwax-
pancTBa, 9K NoKasaHo B NiTepaTypi, € CUNbHMM onepauinHUM CUrHanNoMm i LUIMPOKO
BMKOPUCTOBYIOTbCA B BaHKIBCbKUX NpaBunax Ta Mogensx.

Llen nepenik 3MiHHUX € BUPOBHMYO-NPUAATHUM (HE MICTUTb NEepPCOoHanbHUX
JaHnx), BiAnNoBidae 3akoHOO4ABYMM OOMEXEHHSM Ha BUKOPUCTaHHA 6aHkamu Ta
BigoGparkae Kno4voBi BUMIpK, siKi B NiTepaTypi NOB’A3YI0TbCS 3 LUaxXpancTtBoM: au-
HaMiKy CyM i Yacy TpaH3akKLii, KaHanu Ta NPUCTPOI, 3PINICTb i AKICTb paxyHKiB, a
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TaKOX HasiBHICTb HeraTuBHUX nogin y muHynomy (Bolton & Hand, 2002; Ngai et
al., 2011).

Y crtatuctuui o3Hak cepegosuwia Orange BiACYTHI MPONyLLEHi 3HAYEHHS.
YacoBi MITKM TpaH3aKUiln OXOMoKTb BICIM TUXKHIB, MOYMHAOYKM 3 CiYHSA, a Knac
«1» Bignosigae waxpaunctey. Lle po3sonsie HaB4yatn mogeni 6e3 imnyTauii gaHux i
3aCTOCOBYBaTU KOPEKTHi CXxeMun OLiHIOBaHHSA 3a yMOB AucbanaHcy knacis.

Yci ekcnepuMeHTn npoBefeHi B cepegosuwli Orange Data Mining, Bisyanb-
HOMY aHaniTM4HOMY IHCTPYMEHTi Ans nobygoBu Ta OUiHIOBaHHA MoJenen ma-
LuMHHOro HaeyaHHg (Demsar et al., 2013). MNaHenb HaB4aHHA oxonmnoBana:

e JliHinHi 6a30oBi moaeni: Ridge Regression ta Lasso Regression (Ha-
BMWUCHO 30epexeHi sIK MiHilHIi OpiEHTMPX ANs NepeBipkyn MiHINHOT po3-
OiNbHOCTI Ta OpMYyBaHHSI KOHCEPBATMBHUX Ba30BMX Mogernen).

¢ MeTtoaum Ha ocHoBi BiacTaHi: k-Nearest Neighbors (KNN).

e MeTtoam Ha ocHoBI Mapxi: Support Vector Machine (SVM).

e WmosipHicHi mogeni: Naive Bayes.

e AHcambnesi metoau: Random Forest, AdaBoost.

e MeToam rpagieHTHoro 6yctuHry: XGBoost, CatBoost.

e HelpoHHa Mofenb: HENPOHHA Mepexa.

e OHnanH-niHinHa mogensb: Stochastic Gradient Descent (SGD).

Kinbka nonepepHix AocrigXeHb Nokasanu, Wo aHcambni AepeB pilleHb i
meToam BycTuHry gobpe npauioloTb 3i CTPYKTYPOBaHWMKU GaHKIBCBKUMU OaHUMM
(Breiman, 2001; Chen & Guestrin, 2016), a niHiriHi mogeni cnyrytoTb iHTepnpeTo-
BaHMMW, KOHcepBaTuBHUMK GaszoBumu opieHTupamu (Hoerl & Kennard, 1970;
Tibshirani, 1996). BukopuctanHs SVM, kNN, Naive Bayes i HelMpoHHUX mepex
OOMOBHIOE  BIAMNOBIAHO MapXuHanbHi  (margin-based), npuknago-opieHTOBaHI
(instance-based), nmosipHicHi (probabilistic) Ta rmMbunHi (deep learning) niaxoam
0o HaBuaHHs (Cortes & Vapnik, 1995; Cover & Hart, 1967; Mitchell, 1997;
Heaton, 2018).

Y ubomy AocrigKeHHi NpoBeAeHO OLUiHIOBaAHHA edeKTUBHOCTI Pi3HUX Moae-
nen MawunHHOro HaB4vaHHsA. OOpaHi Mogeni NpeacTaBnNAlTbL YOTUPUM OCHOBHI Ka-
Teropii MeToaiB NPOrHO3HOrO HaBYaHHS, LLO 3a3BMYal 3aCTOCOBYOTLCSA B aHani-
TULi WaxpancTBa: a) HaB4aHHA Ha ocHoBi BigcTaHi (KNN), 6) nepeBHi aHcambGneBi
metoam (Random Forest, XGBoost, CatBoost, AdaBoost), B) iMOBIipHicHi Moaeni
(Naive Bayes) ¥ r) niHinHi Ta HeniHinHi guckpuMiHaUinHi mogeni HaB4YaHHA (SVM,
Logistic / Ridge / Lasso Regression, Stochastic Gradient Descent, Neural
Networks).
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3rigHO 3 monepegHiMM HaykOBUMMW AOCHIMKEHHSAMM, LIaxpancbKi naTepHu
4acTo € HENiHIMHUMK, PO3PIMKEHMMN Ta AMHAMIYHMMU, WO 3yMOBIIHOE HEobXia-
HICTb MOPIBHSAHHST NMPOCTUX IHTEPNPETOBAHNX MoAenen i3 Ginbl CKNagHUMKU aH-
cambreBMn MoZensiMu Ha ocHoBi wTy4Horo iHTenekTy (Ngai et al., 2011). 3ok-
pema, MeToau rpajieHTHOro BYCTMHIY Ha OCHOBI AepeB pilleHb AEeMOHCTPYIOTb
BMCOKY e(PeKTUBHICTb Yy poboTi i3 CTpyKTypoBaHMMK piHAHCOBMMU AaHUMWU, 3a-
BOSKN 30aTHOCTI MOAENIOBATU CKNadHi B3aeMoAii MiXK XxapakrepucTukamm ta do-
pMmyBaTK HeniHinHi mexi knaciB (Chen & Guestrin, 2016).

MepenoBi moaeni LWUTY4YHOro iHTENEKTY TaKoX MOPIBHIOBANUCS 3 KNacudHu-
Mu moaensmu, 3okpema Logistic Regression, Naive Bayes i kNN, wo gano amory
6e3nocepeaHbO NOB’sI3aTN Oyab-sike CnocTepeXxXyBaHe MOKpPaLLeHHS caMe 3 BUKO-
pucTaHHsM nepenoBux mogenen LI, a He 3 ynepemxeHicTio Habopy aaHux. Big-
noBigHO 4O LUbOro Migxody, OCHOBHOK METOK OOCHIAXEHHA € AeMOHCTpauis LiH-
HOCTI LUTYYHOrO IHTENEKTY B CY4aCHUX CUCTEMAax BUSIBJIEHHS LUAxpancTBa LUns-
XOM MOPIBHAHHA NPOrHO3HMX anropuTtmis Ha ocHosi LI 3 TpaguuinHuMmn crtaTuc-
TUYHUMU | NPaBUMO-OPIEHTOBAHNMKN MEeTOoaaMM.

[ns ouiHiOBaHHSA BUKOpPUCTaHO BigKeT «Test & Score» (3 aHrn.: «TecT i
oLuiHKa») y nporpamHomy cepenoBuLLi Orange 3 TakMMW HanawTyBaHHSIMM:

¢ [lpoTokon ouiHOBaHHA: 3aCTOCOBaHO cTpaTudgikoBaHy 10-kpaTHy ne-
pexpecHy nepeBipKy, 3a sikoi napameTp stratified 3abesneuye 30epe-
YKEHHSA NponopLin KnaciB y KOXKHOMY hosidi 3a MOXIMBOCTI, WO 403BO-
nse OTpMMAaTK HagilHi OLIHKM 3 HM3bKOK AUCnepcielo B ymoBax ancba-
NnaHcy knacis.

e LUinboBun Knac: gk No3anTUBHUA BU3HAYEHO Krac «1», WO € NPUHLM-
NOBO BaXNMUBWUM AN KOPEKTHOrO OBYMCNEHHSI MOKMACOBUX METPUK i
noganbworo PR- Ta ROC-aHaniay.

e BuxigHi paHi gna giarHOCTUKW: 4N KOXHOI Mogeni ccbopmMoBaHo no-
KasHMKN ePeKTUBHOCTI Ta MaTpuui HEeBignoBiOHOCTEN (32 4OMOMOroH
BimkeTa Confusion Matrix) 3 meTol0 geTanbHOro aHanisy xapakrepy
KnacugikauinHMX MOMWUITOK, 30Kpema  CniBBiQHOLWIEHHS  XWUOHUX-
MO3UTUBHUX | XNOHUX-HEraTUBHUX pe3yrbTaTiB.

EdexkTuBHICTb ouiHIOBanacs Ha piBHi ANCKPUMIHALINHOT 34aTHOCTI 3 BUKO-
PUCTaHHSM NepexpecHol Nepesipku, Npu LbOMY OCHOBHUM KpuTepiem ByB nokas-
Huk AUC.

B onepauinHomy ceHcCi edheKTUBHICTb iHTepnpeTyBanacsa gk nepeBuULLeHHA
cepeaHboro 3HadeHHss AUC, oTpumaHoro 3a pesynbTatamMu NepexpecHoi nepesi-
pku, noporooro piHA 0,50 npuHanimHi anga ogHiel moaeni. OuiHOBaHHA 34iACHIO-
Banocs y NoefHaHHi 3 O0AaTKOBUMW LiarHOCTUYHMMMK MOKa3HWKaMun (TOYHICTb
nporHody / nosHoTa, F1, MCC Ta maTtpuui HeBignoBigHOCTEN) 3 METOH BUKITHO-
YEHHs1 JereHepaTUBHMX pexnMiB pobotn mogenein. Lle npasuno 6yno BnusHayeHe
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3aspgarnerigb i He nepegbavyano anpiopHoOro BUAINEeHHs 6yab-sKoi KOHKPETHOI MO-

aeni.

Bimpket Test & Score y cepegosuuli Orange Hagae cTaHgapTHUMI Habip no-
KasHWKIB SKOCTI Knacudikauii. Hmk4ye HaBegeHO MeTPUKK, BUKOPUCTaHi B JOCHi-
[DPKEHHI, Ta IXHi OiLiNHI BU3HAYEHHS:

AUC (Area Under the ROC Curve, nnowa nig ROC-kpuBow): iMOBI-
PHICTb TOro, WO Knacudikatop NPUCBOITh BMNaaKoBO BUGPaAHOMY MO3K-
TUBHOMY MPUKNagdy BULLUWA PaHr, HXX BUMagKoBO BMOpaHOMY HeraTuBs-
Homy; obumcnioeTbesa y BigkeTi Test & Score Ta gogaTKoBO aHanisy-
€Tbca 3a gonomoroto Bipxketa ROC Analysis.

CA (Classification Accuracy), TouHicTb knacudikauii: yacTka npa-
BUMBHO KnacudikoBaHMX Npuknaais cepen ycix knacis.

Precision (TOYHicTb NpPOrHo3y): Yactka iCTUHHO MO3UTUBHMX BMNAOKIB
cepep ycix npuknagis, nepeabavyeHnx sk NO3UTUBHI.

Recall (Sensitivity), noBHoTa / YyTnUBiCTb: YacTka iCTUHHO NO3UTUB-
HUX BMNaAKiB cepep yCiX akTUYHNX NO3UTUBHUX NPpUKNagis.

F1-score (F1-mipa): rapmoHinHe cepefHe nokasHuWKiB precision (Tou-
HocTi nporHo3y) Ta recall (noBHOTH).

MCC (Matthews Correlation Coefficient, koediuieHT Kopensauii Me-
TbH03a): 36anaHcoBaHW KOpensLinHWUA iIHOEKC, Lo BpaxoBYye BCi YOTU-
py KOMIpKM MaTpuLi HEBIAMNOBIOHOCTEN.

Martpuusa HeBignoeigHocTen (Confusion Matrix, agiarHocTu4yHa):
Tabnuus cniBBigHOWEHHA nepeabayvyeHnx i pakTUYHUX KraciB ans Bisy-
anisauii XMGHO NO3UTUBHUX Ta XMBOHO HEraTUBHUX Pe3ynbTaTiB, a TakoX
NOMWIIOK 3a Knacamu.

OcKinbkM WaxpancTBO € pigKicCHUM sBULLEM, a BUTpaTK KnacudikauinHux
NMOMMUIMOK — aCUMETPUYHMMU, BUKOPUCTAHHS NULLE NMOKa3HMKa TOYHOCTI Knacudi-
Kauii moxe 6yTn omannueum. 3actocyBaHHst AUC, precision / recall i F1, a Takox
koedgiuienta MCC BignoBigae yctaneHuMm, HavkpaliMm NpakTMkam OLiHIOBaHHS
Mozenen y 3agadax i3 HesbanaHcoBaHMMu knacamu (Fawcett, 2006; Saito &
Rehmsmeier, 2015; Chicco & Jurman, 2020).
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PesynbTraty pocnigxXeHHn

[ns ouiHioBaHHA NPOrHOCTUYHOI €(PEKTUBHOCTI KiflbKOX MOOenen MallWH-
HOro HaBYaHHSA 3 UiNbLOBOK 3MiHHOW Is_Fraud 3actocoBaHo cTpaTtudgikoBaHy 10-
KpaTHY nepexpecHy nepesipky. Cepef NokasHWKIB OLiHIOBAaHHSA BUKOPUCTOBYBA-
nunca AUC (Fawcett, 2006), TouHicTb knacudikadii, TOYHICTb NPOrHo3y, NOBHOTA
(Saito & Rehmsmeier, 2015), F1-score Ta koediuieHT kopensuii MeTtbtoza (MCC),
SIKMA, BPaxoBYHOYM BCi KOMMOHEHTU MaTpuui HeBignoBigHocTeln, 3abesneyye Ha-
OiHY OLiHKY edeKTMBHOCTI Knacudikauii B ymoBax ancbanaHcy knacie (Chicco &
Jurman, 2020).

Tabnuuysi 1
Miacymok ouiHOBaHHA Moaernen

Model AUC | Accuracy F1 Precision | Recall | MCC
CatBoost 0,737 | 0,733 0,345 | 0,566 0,248 | 0,236
Naive Bayes 0,740 | 0,729 0,283 | 0,567 0,188 | 0,202
Ridge Regression 0,567 | 0,716 0,000 | 0,000 0,000 | 0,000
Lasso Regression 0,516 | 0,716 0,000 | 0,000 0,000 | 0,000
XGBoost 0,703 | 0,704 0,368 | 0,467 0,303 | 0,193
Random Forest 0,642 | 0,690 0,338 | 0,428 0,279 | 0,152
kNN 0,510 | 0,657 0,198 | 0,294 0,149 | 0,010
AdaBoost 0,572 | 0,646 0,391 | 0,382 0,401 0,142
Neural Network 0,500 | 0,543 0,332 | 0,284 0,400 | 0,000
Stochastic Gradient | 5, | ¢ 509 0,362 | 0,284 0,500 | 0,000
Descent
SVM 0,499 | 0,329 0,431 | 0,284 0,897 | 0,001

[xepeno: po3paxoBaHO aBTOpPaMMU.

Mpumitka. AUC — nnowa nig ROC-kpuBow; Accuracy — TOYHiCTb knacudikauii; F1;
Precision — TouHicTb nporHo3y; Recall — noBHoTa; MCC — koediuieHT kopensuii MeTbtosa.
OujiHIOBaHHSA BMKOHAHO 3a JOMOMOroH cTpaTtudikoBaHoi 10-kpaTHOT NepexpecHoi NepesipKu.

Ha puc. 1 HaBegeHo ROC-kpumBi ons BCix knacudikaTopis, Ae waxpancTeo
BM3Ha4eHo sk no3ntmeHui knac. Naive Bayes i CatBoost doopmytoTb BEpXHIO Oru-
Hal4dy KpuBY; 3a HMMK 3 He3Ha4yHMM BigcTaBaHHAM cnigye XGBoost, BogHoyac
Random Forest aemoHcTpye cnabuii pe3ynbTaTy, WO Y3romKyeTbCa 3 paHXyBaH-
Hsm 3a AUC y 3BeaeHHiI ouiHioBaHHs Mogernen. KNN Ta AdaBoost, 6a3osi mogeni,
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po3TaloBaHi onwk4ye OO AiaroHani 45° a niHiMHI MoAeni Ta HeHanawToBaHa
HEeNpOHHa Mepexa (hakTUYHO crigyTb Ui giaroHani. Lle signoBigae 3HayeHHAM
AUC, 6nmsbkmum go 0,50. Xoua Naive Bayes mae gewo suwmin AUC nopiBHsHO 3
CatBoost, nokasHuk MCC € Hmk4MM 4Yepe3 MeHLlY NMOBHOTY Ta MEHL CNpUSATn-
BMI onepauiiiuin 6anaHc, Wwo BinobpaxaeTbest y opmi ROC-kpuBoi Ta niaTeep-
DXKYyETbCSt MaTpuusamm HesignosigHocTen. OTpumani ROC-npodini y3rogxytoTbest
3 nonepegHiMn pesynbTatamu Ta NiaTBEPAXKYIOTb OoUinbHICTE noegHaHHs ROC-
aHanidy 3 nokasHukamu precision—recall i MCC y 3apgavax i3 He3banaHcoBaHUMU
knacamu (Fawcett, 2006; Saito & Rehmsmeier, 2015).

PucyHok 1

ROC-kpuBi Mmogenen knacudikaTopiB

PP Rate [1-Specificity)

Neural Network Il kNN Random Forest XGBOOST carsoosT M svm RIDGE REGRESSION M LASSO Regression Ml Naive Bayes AdaBoost M
Stochastic Gradient Descent

Ixepeno: po3pobrieHo aBTopamu.
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CatBoost (Mogenb 3 Hankpalwmmmy NoKasHUKaMm)

CatBoost npogemoHcTpyBaB Hambinbw 306anaHcoBaHy edqeKTUBHICTb
(AUC = 0,737; MCC = 0,236). MaTpuusa HeBignoBigHOCTEN 3acBiguvna, Wo Mo-
Aenb npaBunbHO BusiBuna 704 Bunagku waxpancTtea (iCTUHHO MO3WUTUBHI), Mpony-
ctuna 2134 sunagku (xubHoHeraTuBHI) Ta NOMUNKOBO knacudikysana 540 TpaH-
3aKuin AK Wwaxpancbki (xubHonosmTueHi). Mogenb edekTuBHO igeHTUdikyBana
Luaxpanceki onepaldii, BOAHOYAC YTPUMYHOUN KiNbKiCTb XMOHOMO3UTUBHUX PE3YIb-
TaTiB Ha KOHTPONbOBAHOMY PiBHI, L0 pobuTh Ti HaNbINbLL HaginHOW Ta onepawin-
HO NpuMAaTHO cepepn PO3rnsHYTUX Moaenen. YnopsaakoBaHun 6yctuHr (ordered
boosting) Ta HaTuBHa nigTpumka kaTeropianbHux o3Hak y CatBoost cnpusioTb
3HWKEHHIO NepeHaBYaHHs nig Yac poboTu 3i CTPYKTYpOBaHUMKU PiHAHCOBMMM Oa-
HMMUW Ta NOKPAaLLyOTh 34aTHICTE MO4ENi A0 y3aranbHEHHS.

Naive Bayes

Naive Bayes npogemMoHCTpyBaB BMCOKY TOYHICTb mporHo3y (0,567), npote
ayxe HM3bKy noBHOTY (0,188). MaTtpuusa HesignosigHocTeln nokasana 534 Busie-
nexi Bunagku waxpanctea (TP), 2 304 nponyweHi (FN) Ta 408 XMGHOMNO3NTUBHUX
cnpautoBaHb (FP), wo Bkasye Ha obepexHnin xapakTep BUSBNEHHS LUaxpancTaa.
Taka noBediHka 3yMOBMEHA CUIbHUM MPUNYLLEHHAM YMOBHOI He3aneXHoCTi
03Hak, ke pigko Bignosigae AvHamiui diHaHcosoro waxparctea (Mitchell, 1997).

Ridge Regression ta Lasso Regression

Ridge Regression i Lasso Regression knacudikyBanu BCi TpaH3akuii K
HelLaxpaKncbki, Wo npuseeno o 3HadeHb F1 = 0 Ta MCC = 0. MaTtpuui HeBigno-
BigHocTen mictunm 0 TP, 2838 FN, 0 FP ta 7162 TN. Lli niniHi mogeni He 3paTHi
BUABNATU HENiHiNHI naTepHM LWaxpancTBa, XapakTepHi Ans gaHux iHaHCOBOI
noeegiHkn (Hoerl & Kennard, 1970; Tibshirani, 1996).

XGBoost

BanaHc Mk BMABNEHHSIM LUAxpancTBa Ta KiNbKiCTIO XMOHUX crpautoBaHb
6yB kpawmum y XGBoost (AUC = 0,703; MCC = 0,193). MaTtpuus HeBignosigHoc-
Ten nokasana 861 susBneHwn Bunagok waxpanctea (TP), 1977 nponyweHux
(FN) Ta 982 xnbHonosmTueHi cnpautoBaHHsa (FP), Wwo € kpaliym KOMIpOMICOM, HiX
Random Forest. Lle y3rogxyeTbcs 3i 30aTHICTIO rpafieHTHOro 6ycTuHry noctyno-
Bo ycysaTu nomuriku (Chen & Guestrin, 2016).

Random Forest

MomipHy edekTnBHICTE NpogemoHcTpyBaB Random Forest (AUC = 0,642;
MCC = 0,152). MaTpuusi HeBiONOBIAHOCTEN Nokasana 779 BUSIBIIEHUX BUMaLKiB
waxparictea (TP), 2059 nponyweHnx (FN) Ta 1061 xnbHONO3UTMBHE crpavto-
BaHHA Wo[0 NnerituMHux TpaH3akuin (FP). Lle y3rogoxyeTbcs 3 KOHCEpBaTMBHUM
XapakTepom Mopgeni, TobTO KifbKICTb XMOHOMO3UTUBHUX Pe3ynbTaTiB HWXkK4Ya 3a
paxyHOK NpOnycKy YacTuHU Laxpancbkux onepadin (Breiman, 2001).
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k-Nearest Neighbors (kNN)

kNN npogemoHcTpyBaB gyxe Huabky noBHOTY (0,149) Ta cnabky 3aranbHy
anmckpumiHauivHy 3gatHictb (MCC = 0,010). MaTtpuusa HeBignoBigHOCTEN 3acBif-
yuna 422 npaBWibHO BUSIBMNEHI BMnNagku waxpanctea (TP), 2416 waxpancbkux
TpaH3aKUin, NOMUNKOBO KracudikoBaHmx sk neritumHi (FN), Ta 1011 neritumHmx
TpaH3akuin, XubHo nosHayeHmx sk waxpanceki (FP). Lle cBiguuTb npo cunbHy
yrnepemxeHiCTb Moeni A0 AOMIHAHTHOrO HellaxpawmCbKoro knacy, Lo € OdikyBa-
HUM, KONnM NoAibHICTb Ha OCHOBI BiACTaHI He BigoOpaXkae MOBEAIHKOBI NaTepHMU
waxpawcrtea (Cover & Hart, 1967).

AdaBoost

AdaBoost npogeMoHcTpyBaB cepeaHin piBeHb edektuBHocTi (F1 = 0,391).
MaTpuus HesignoBigHocTen nokasana 1138 BusBReHWX BMNAOKiB LIaxpancTBa
(TP), 1 700 nponywenux (FN) Ta 1843 xubHonosnTtueHi cnpautoBaHHsa (FP), wo
BKasye Ha MigBuULLEHY YyTnuMBICTb A0 BUSABMEHHS LUaxpamcTBa 3a paxyHOK 3pocC-
TaHHSA KiNbKOCTI XMOHOMO3UTMBHUX pe3ynbTaTiB i, BiAMOBIAHO, HWXYY TOYHICTb
nporHo3y (Freund & Schapire, 1997).

Neural Network (HeripoHHa mepexa)

OuckpymiHauiiHa 3gaTHICTb HEWMPOHHOT Mepexi BusiBunacb cnabkoto
(AUC = 0,500; MCC = 0,000). MaTtpuus HeBignosigHocTen nokasana 1136 npa-
BUMBHO BUABNEHWX Bunagkis waxpamnctea (TP), 1702 nponyweHi (FN) ta 2864
neriTMMHI TpaH3akuii, MOMWUMNKOBO NO3HayeHi sk waxpanceki (FP), wo niaresep-
IPKYE HU3bKY ebekTUBHICTb Mogeni. Lle y3romkyeTbcs 3 BiooMuMm 0OMEXEHHSIMN
HeJOCTaTHbO HanalwTOBaHUX HEMPOHHNX MoAenen Ha TabnuuHux gaHux (Heaton,
2018).

Stochastic Gradient Descent (SGD)

SGD npogemMoHcTpyBaB HecTabinbHy Ta cnabky knacudikalinHy 34aTHICTb
(AUC = 0,500; MCC = 0,000). Lle cBigunTb npo TpyAHOL y hOpMyBaHHi po3gi-
noBanbHUX MeX y LiboMy Habopi gaHux (Bottou, 2010).

Support Vector Machine (SVM)

Mogene SVM pocsirna Bucokoi nosHotu (0,897), npaBunbHO BUSBMBLUN
2 545 Bunagkis waxpanctea (TP), ogHak cynpoBogxyBanacs 6418 xnbHonosnTu-
BHUMU cnpautoBaHHaMK (FP) Ta 293 nponywennmn sunagkamn (FN). TouHicTb
nporHo3y 3anuwanacs Hu3bkoto (0,284) (Saito & Rehmsmeier, 2015). Takun guc-
6anaHc pobute SVM HenpuaaTHOW AN NPaKTUYHOrO BUKOPUCTAHHSA B pearibHUX
CcUCTeMax CKPUHIHTY LuaxpancTea, ge BapTiCTb XMOHUX TpuBor € Bucokot (Cortes
& Vapnik, 1995).

CatBoost Bn3HaueHo sik HancunbHiWy Mogensb, Wo 3abe3nevye Hankpawmi
GanaHc MiX 30aTHICTIO BUSIBNATY LIAXPANCTBO Ta KOHTPOOBATM XMOHOMO3UTUBHI
crpauboBYyBaHHS, L0 pobuTb ii HaMbINbLW NpuaaTHAM KaHAMAATOM ANs peanbHuX
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CUCTEM MOHITOPUHTY Ta BTPYYaHHA y BMMagkax ¢oiHaHCOBOro wwaxpancrea. Ocki-
nbkK Kinbka mopenen gocarnu 3HadeHb AUC (Fawcett, 2006), wo cytTeBo nepe-
BuwytoTb 0,50 (3okpema, Naive Bayes = 0,740; CatBoost = 0,737), otpumaHi pe-
3ynbTaTh nigTBEpAXytoTb H1 i He y3rogxytoTecs 3 HO anst uboro Habopy gaHux.
CatBoost ineHTnikoBaHO Sk «Havkpally 3arafiom» MoAernb Ha OCHOBI 30anaHco-
BaHOI ePeKTMBHOCTI (HanBuLLe 3Ha4yeHHss MCC = 0,236) y noeaHaHHi 3 KOHKYpeH-
TocnpomoxHum AUC. Takum YMHOM, OCHOBHY rinotesy H1 npuiHATO, a HynboBy
rinotesy HO BiaxuneHo.

MpakTuuHe 3acTocyBaHHA

EmnipnyHi pesynbtat MOXyTb ByTW iHTEPNPETOBaHi ik ocHoBa Pobo4oro
npoLecy KOMepLiNHOT CUCTEMU CKPUHIHTY LLaxpanctBa B GaHKIBCbKUX yCTaHOBAX.
Mo-nepwe, mogeni, WO AEMOHCTPYITb HadinHy OUCKPUMIHaUiIVHY 30aTHICTb i
3banaHcoBaHy NoOBeAiHKY B pasi BUSIBMIEHHSA MOMUIOK (BigobpaxeHy nokasHukaMmu
AUC y noegHaHHi 3 precision/recall Ta MCC), € npygaTHMMK ANst BUKOPUCTaHHS
SIK MEePBMHHUI PiBEHb OLIHIOBaAHHA TpaH3aKUin i (oOpMyBaHHSA MOKa3HUKa PU3NKY
LaxpancTBa Ansa KOXHOI TpaH3akuii. Mo-gpyre, 6aHkn MOXyTb BCTAHOBSOBATY Ta
nepioagn4HoO nepernggaTi NOpPorosi 3HAYEHHS NPUNHATTA PilleHb 3 ypaxyBaHHAM
onepauifnHUX MOXIMBOCTEN i aCUMETPUYHUX BUTPAT (30Kpema, BapTOCTi Npomny-
LLIEHOro BUMaAKy LlaxpamcTBa MOPIBHAHO 3 BapTICTHO pPO3cChigyBaHHA XMOHOro
cnpautoBaHHsl) (He & Garcia, 2009; Bahnsen et al., 2015). No-TpeTe, Mmogens mae
OyTn iHTerpoBaHa B CMCTEMY YMpaBniHCbKOrO KOHTPONO (governance), Wo ne-
penbavae:

®  perynsipHUn MOHITOPUHI NMOKa3HWKIB €PEeKTUBHOCTI AN BUSBMEHHS iX-
HbOI Aerpajauii B mMipy eBoniouii waxpancbkux natepHis (Pozzolo et
al., 2018);

® faHOBe MepeHaBYaHHA Moderli 3 BUKOPWUCTaHHSIM HEeLOAaBHO OTPU-
MaHMX MapKOBaHWX pe3yribTaTiB 3a iX HAABHOCTI;

® YiTKO BM3HaA4eHi NpOTOKONW eckanadii, siki 3abe3nevyioTb CBOEYaACHUN
po3rnsa BUMNAAKIB 3 BUCOKUM PIiBHEM PU3UKY, @ TpaH3aKuii 3 HU3bKUM
piBHEM pU3NKY 0BPOBNSAITLCA Y LUTATHOMY PEXUMI.

HesBaxatoum Ha Te, Lo OaHi € aHOHIMI30BaHMMU, NMPaKTUYHE BMPOBAMKEH-
HA Takux Moaenen y GaHKIBCbKOMY CepefoBUL BCe OOHO MOTpebye HanexHoi
OOKYMeHTaLii, NepeBipku, NMOCTINHOIO MOHITOPUHIY Ta 3abe3neyeHHsa ayauTy Bia-
MoBigHO OO0 BWUMOr ynpaBMniHHA MogenbHumn pusukamm (Division of Banking
Supervision and Regulation, 2011), wo mae niaTpumyBaTUcs ePEKTUBHOI CUC-
TEMOK yYMpaBriHHA pPU3UKOBMMM JaHMMKU Ta npaktukamu 3BiTHOCTI (Basel
Committee on Banking Supervision, 2013).
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O6roBopeHHs

Y pocnigpkeHHi npoaHanisaoBaHo 4OTMPU CIMEMCTBA 3ararnbHuX Knacudgika-
TOPIB, fIKi LUIMPOKO 3aCTOCOBYIOTLCSA B aHaniTULi LWaxpamncTea: a) METOAN Ha OCHO-
Bi BigcTaHi (k-nearest neighbors), 6) aHcambneBi meToau Ha OCHOBI AepeB pi-
weHb (Random Forest, XGBoost, CatBoost, AdaBoost), B) iMOBipHiCcCHi Moaeni
(Naive Bayes) Ta ) niHiMHi Ta MapXuHanbHi AUCKPUMIHAUiIAHI  mogeni
(Ridge/Lasso, Stochastic Gradient Descent, Support Vector Machines), a Takox
I') HEMPOHHY Mepexy. NonepeaHi AOCNiMKEHHS CBiAYaTb, WO NaTepHU WaxpancT-
Ba B TPaH3aKUiMHNX AaHNX € HEMIHIMHUMM Ta 3MIHIOITBCA 3 YacoM, O 3YMOBIIOE
OOUINbHICTL MOPIBHSAHHS THYYKMX aHCaMbneBux MeTogiB i3 npocTumMu GasoBuMMK
mogensmu (Ngai et al., 2011). depesa rpagieHTHOro BYCTUHIY YacTO OEMOHCTPY-
I0Tb BUCOKY €(PEeKTUBHICTb Ha CTPYKTYpOBaHUX BaHKIBCbKUX OAHWUX, OCKIiNbKW 34a-
THi MOZEentoBaTU B3AaEMOZi0 O3HAK Ta CKNagHi Mexi NpunHATTS piweHb (Chen &
Guestrin, 2016).

OTpumaHi pesynbtatun y3rogxkytoTecs 3 H1 i He ysrogxkytoTecs 3 HO, ocki-
NbKM feKinbka knacudikatopiB AeMOHCTPYIOTb piBEHb AUCKPpUMIHAUII, CYyTTEBO
Buwmi 3a 0,5 3a nokasHmkom AUC Ha Lbomy Habopi AaHuX.

Cepeg cimencTB mogenen gepeBHi MeToau rpagieHTHoro 6ycTuHry 3abes-
neynnm HavBULLMIA piBEHb OMCKPUMIHALIMHOI 34aTHOCTI Ta 36anaHCOBaHOCTI Mo-
MUITOK Ha aHOHIMHUX OaHWX GaHKIBCbKMX TpaH3akuin. Hameuwi 3HadeHHs AUC
otpumaHo ans Naive Bayes ta CatBoost (AUC = 0,74 ans obox mogenew), Boa-
Houyac CatBoost npogemoHcTpyBaB HavBuwmii nokasHuk MCC (= 0,24) i Han-
Oinbw 306anaHcoBaHe npeacTaBneHHss noMunok. MaTpuus HesignoBigHOCTEN
CatBoost 3acsigunna 704 icTuHHO no3uTtueHi pesynbtatn (TP), 2134 xubHoHera-
TuBHi (FN) Ta 540 xubHonoautueHi (FP), Wwo Bkasye Ha obepexHui nigxia 4o ma-
pKyBaHHS LlaxpanctBa 3a YMOBM CTPUMaHOI KiNbKOCTi XMBHMX CrnpalboByBaHb
(Chicco & Jurman, 2020).

Xoua Naive Bayes gemoHcTtpye gewo suwmn AUC, Hix CatBoost, ioro He-
OOCTaTHsI MOBHOTA 3YMOBJIIOE CYTTEBO HWkYe 3HavyeHHs MCC, wo cBigumMtb npo
HecTabinbHUI 3aranbHUM GanaHc NOMUIIOK Ha HesbanaHcoBaHux gaHux (Chicco
& Jurman, 2020). 3 ornagy Ha ue CatBoost BU3HauyeHo sk Halkpally mMogernb 3a
CYKYMNHOI €PEeKTUBHICTIO.

XGBoost (AUC = 0,70; MCC = 0,19) npogeMoHCcTpyBaB NOAiOHI pe3ynbTa-
1 3 861 TP, 1977 FN Ta 982 FP, wWo y3romKyeTbcs 3 O4ikyBaHOK e(eKTUBHICTIO
rpagieHTHOro GYCTUHIY Ha CTPYKTypoBaHuX ciHaHcoBux AaHux (Chen & Guestrin,
2016). Random Forest (AUC = 0,64; MCC = 0,15) noka3aB nomipHy e(peKkTUBHICTb
i3 779 TP, 2059 FN ta 1061 FP i 6yB 3gaTHMI BpaxoByBaTh B3aEMOLi0 O3HaK,
Xo4a 1 y KoHcepBaTuMBHILLMX pamkax (Breiman, 2001).
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Naive Bayes, He3Baxawoun Ha BMcokui nokasHnk AUC, npogemMoHcTpyBaB
BMCOKY TOYHICTb NPOrHO3y, ane HM3bKy NOBHOTY (precision = 0,57; recall = 0,19) 3
534 icTuHHO No3nTMBHUMK pesynbTaTamm (TP), 2304 xmbHoHeratBHuMM (FN) Ta
408 xubHonosntMeHuMU (FP). Lle € TMnoBum NposiBOM NpUMyLLEHHS YMOBHOI He-
3anexXHOCTi 03HaK Yy NPUCYTHOCTI CKNaaHWX i B3aEMO3anexHUX naTepHiB giHaH-
coBoro waxpawnctea (Mitchell, 1997).

MopiBHsiHO 3 6a3oBMMK MoZENSAMU 3 BiAMIHHMMUK XapakTepucTukamu, SVM
Jocsar Bucokoi noBHotu (= 0,90), ogHak 3a onepauinHO HENPUNHATHOIO PIBHS XU-
BGHONO3UTMBHUX cnpautoBaHb (2545 TP, 293 FN Tta 6418 FP), wo Binobpaxae Bi-
OOMY YyTnuMBICTb i€l Mmoaeni Ao AncbanaHcy knacis i BUBOpy NOPOroBmx 3Ha4YeHb
(Cortes & Vapnik, 1995). kNN npogeMoHCcTpyBaB HM3bKy MoBHOTY (= 0,15) 3
422 TP, 2416 FN 1a 1011 FP, Wo € ovikyBaHUM Yy BUNagKax, KONM BiACTaHb MiX
CMOCTEPEXYBAHUMM 3HAYEHHAMM He BigoOpaxae NoAibHOCTI NOBEeAiHKOBUX naTte-
pHiB (Cover & Hart, 1967). HenpoHHa mepexa Ta SGD npogemoHcTpyBanu ede-
KTMBHICTb Ha piBHi BunagkoBoro BragyBaHHs (AUC = 0,50) (Hoerl & Kennard,
1970; Tibshirani, 1996; Heaton, 2018; Bottou, 2010), Toai sk Ridge Ta Lasso ge-
rpagysanu o knacudikadii knacy 6inewocTi (0 TP, 2838 FN, 0 FP), wo gopar-
KOBO BKa3ye Ha HEMiHINHUIM XapakTep naTepHiB LWaxpancTaa.

Y BMnNagky kateropianbHUX KaHanis, TUMIB NPUCTPOIB i reTepOreHHNxX nose-
[iHKOBMX naTepHiB GaHKIBCbKUX TpaH3akuid perynboBaHUN AepeBHUN OYCTUHT
NpOAEMOHCTPYBaB HaMHaAINHILLI onepauiviHi pe3ynbTaTi, a NiHivHI Y1 MeToan Ha
OCHOBI BiacTaHi abo HegoCTaTHLO BUSABNANN LWAXpancTBo, abo reHepyBanu Hag-
MiPHY KinbKiCTb XMOHOMO3UTUBHUX CMpaLbOBYBaHb.

OcCKinbKkM WAaxpancTBO € PigKICHUM SBULLEM, @ BUTPATK KnacudikauiiHux
MOMMWIOK — aCUMETPUYHUMM, BMKOPUCTAHHS TiflbKM OAHOIO MOKa3HUKa TOYHOCTI
Knacudikauii MoXXe BUSIBUTUCb OMaHMAMBUM. Y LibOMY KOHTEKCTi JOUifIbHO 3acTo-
coByBaTu nokasHukn AUC, TodHocTi nporHo3y / noBHoTn, F1 Ta MCC (Fawcett,
2006; Saito & Rehmsmeier, 2015; Chicco & Jurman, 2020). 3a3Ha4eHi 3aKOHOMi-
PHOCTI € TUNOBMMMK ANSA 3afay BUsBNeHHs waxparnctea: Naive Bayes 3abeaneuye
BMCOKY TOYHICTb NMPOrHO3y (TOBTO HEBENWKY KiNbKiCTb XMBHUX TPWUBOT), OAHaK 3a-
NMLIAE HEMOMIYEHNMM 3HAYHY KiNbKIiCTb LUaxpancbkux onepauin; SVM pocsirae
BMCOKOI MOBHOTU, iCHYE HaA3BMYaMHO BMCOKA YacTka XMOHONO3UTUBHUX CnpaLibo-
ByBaHb. HaTtomicTb Moaeni aepeBHOro GycTMHIy OeMOHCTpYHTb 30anaHCcoBaHy
noBeiHKy MOMMITOK, Ky MOXHa A0AaTKOBO HanaliTOBYBAaTU LUMASXOM 3MiHW NOPO-
rB NPUAHATTS pilleHb LWOAO CTPYKTYpM BUTpaT, BigMOBIOHO A0 BMMOTr GaHKy
(Chen & Guestrin, 2016). NoporoBi 3Ha4YeHHSA cnpautoBaHHA B GaHKIBCbKMX CUC-
Temax y3rogKylTbCs 3 acMMmeTpieto BuTpaT. BogHovac HanawTyBaHHSA MOpPOriB
abo HaBYaHHSA 3 ypaxyBaHHAM BUTpaT AO3BOMANTb HGanaHcyBaTu MiXK TOYHICTIO
nporHo3y Ta moro noeHoTol (He & Garcia, 2009; Bahnsen et al., 2015).
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BUCHOBKM

Y pocnigXeHHi ouiHeHO Wnpokun cnekTp knacudikatopis Al/ML Ha aHOHi-
MHOMY Habopi faHuX GaHKIBCbKMX TpaH3aKLii, BUKOPUCTOBYHOUMN CTpaTUdikoBaHy
10-KpaTHy nepexpecHy nepeBipKy Ta METPUKU OLiHIOBaHHS, ONTUManbHi ANg Bu-
SIBNEHHS LWaxpancTea 3a ymoB amcbanaHcy knacie (AUC, ToudHiCTb mporHosy /
noeHota, F1, MCC). PerynboBaHi gepesHi metoan OycTuHry NnpoaeMOHCTpyBarnm
Havikpalli onepauiriHi npodini: CatBoost gocar AUC = 0,737 i MCC = 0,236 3a
NMOMIpHOro piBHA XMOGHONO3UTMBHUX cnpauboByBaHb (TP = 704, FN = 2134,
FP = 540). XGBoost Takox nposiBuB xopowy ecdektnHicte (AUC = 0,703,
MCC = 0,193, TP = 861, FN = 1977, FP = 982). Naive Bayes oTpumaB HaiBuLLe
3HavyeHHa AUC (0,740) 3a miHimanbHoi noBHoTu (0,188) (TP = 534, FN = 2304,
FP = 408), wo Bignosigae Moro KOHCEPBATMBHIA NPUPOAI 3 NPOMYCKOM 3HaYHOI
YacTMHU Wwaxpancbkmx onepaduin. JliHiHi 6a3oBi mogeni Ridge/Lasso gerpagysa-
nn o knacudikauii knacy 6inbwocTi (TP = 0, FN = 2838, FP = 0), a SVM pocsr
ayxe Bncokoi nosHotn (0,897) uiHoto 6418 XMBHONO3UTMBHUX CNpaLbOBYBaHb.

Taki pesynbTatv nigTBEpAXYOTE H1 («knacudikatopy MalUMHHOrO Ha-
BYaHHS, HAaBYEHiI Ha aHOHIMHMX AaHMX BGaHKIBCbKMX TpaH3aKLuin, 3aaTHi edekTuB-
Ho nepepb6ayvaTtu waxparicteo, AUC > 0,50») Ta He y3ropxytoTees 3 HO («edoek-
TUBHICTb Hawnkpalloi mogeni He nepeBuwye AUC < 0,50»). OTpumaHi pesynbtaTu
Y3rogKyloTbCsa 3 NonepeaHiMu SOCRiIKEHHAMN, SKi CBigYaTb, WO AepeBa rpagie-
HTHOro GYCTUHry [oBOMi €PEKTMBHO MpPaLlOOTb 3i CTPYKTYpOBaHUMK (piHAHCOBM-
MU gaHumK, a koediuieHT MCC e iHdopMaTMBHUM y3aranbHBaNbHUM MOKa3HU-
KOM 3a HasiBHOCTi aucbanaHcy knaciB (Breiman, 2001; Chen & Guestrin, 2016;
Chicco & Jurman, 2020).

Ha ubomy Habopi gaHux pepeBa rpagieHTHoro 6ycTtumHry (CatBoost /
XGBoost) 3abe3nevytoTb gOCTaTHIN 6anaHC Mk BUSIBNEHHSIM LLAxXpancTBa Ta Ko-
HTponem obcsary XxubHUX cnpauboByBaHb. 30KpemMa, CTPYKTypa NOMUIOK Y MaTpu-
ui HesignosigHocTen CatBoost (TP = 704; FP = 540) cBiguMTb Npo MEHLY Kinb-
KiCTb HeOBrpyHTOBaHMX eckanauin nopisHsHO 3 mogennto SVM, sika, nonpu Buco-
Ky MOBHOTY, XapaKTepU3yeTbCS HAOMIPHOK KiNbKICTIO XMOHOMO3UTMBHUX Crpa-
uboByBaHb (FP = 6418). BaHkn MOXyTb 0BupaT Mogeni AepeBHOro ByCTUHry sk
JeTeKkTopu nepulol NiHil Ta HanawToByBaTU MOPOroBi 3HAYeHHSA BiAMNOBIQHO OO0
BNacHWX CMiBBiAHOLWEHb BUTPAT (Bi4HOCHOI BaApTOCTi KOXXHOrO XMBHOro cnpabo-
BYBaHHS Ta BapTOCTI MPOMyLLEHOr0 BUMNAAKy LaxpawmcTea). Takvui nigxig ysro-
DXKYETbCA 3 HaWKpallumu npaktukamu y cdepi HesbanaHcoBaHOI knacudikauii,
e MOpOoroBi 3Ha4yeHHs1 abo HaBYaHHA 3 ypaxyBaHHSIM BUTpaT adanTylTbCs A0
obmexeHb bisHecy (He & Garcia, 2009; Bahnsen et al., 2015).

BogHouyac BuGip Mmogeni € nve OaHMM i3 YMHHUKIB. [Ins1 yChiluHOro Brpo-
Ba)KEHHSI KPUTUYHO BaXKMMBMMWN € SKICHI KOHBeepn OOBpOoOKM AaHUX, MOCTIMHWI
MOHITOPUHT Ta HamneXHWh Harnsag, siki manoedekTuBHI Ans NpoayKTMBHOIO OaH-
KiBCcbkoro 3actocyBaHHs (Cubric, 2020). ®iHaHCOBUM yCTaHOBaM peKOMEHAYETHLCS
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BMpoBaXyBaTW: a) nepiognyHe kanidbpyBaHHA NOPOroBUX 3HayeHb BiAMNOBIAHO A0
MOTOYHOIO PIBHA LIAaXpPanCbKOi aKTUBHOCTI, 6) MOHITOPVHI 3MiH Y JAHUX Ta LMKITN
nepeHaBYaHHA AN pearyBaHHS Ha HOBI MaTepHU LUaxpamcCbKoi NOBEAIHKW, a Ta-
KOX B) YiTKO BM3HA4Y€EHi LUNAXM eckanauii, Wwo 3abesnedarb 30CepesKeHHsT yBarm
aHaniTvkiB Ha Hanbinbl 3HayyLMXx curHanax npo pusuk (Bolton & Hand, 2002;
Pozzolo et al., 2018).

3 ornAgy Ha ue cydacHi mogerni AepeBHOro B6YCTUHry 3 nocTdakTyMHUM
HanalTyBaHHAM NMOPOTiB € OAHUMWN 3 HAaWNEPEKOHMMBILLMX eMMiPUYHUX OBrpyHTY-
BaHb AN X NPaKTUYHOro BUKOPUCTAHHS K BUCOKOeeKTUBHOI 6a3oBOi moaeni B
6aHkax. [NogibHui nigxig 003BONSE NOCUNUTY NPEBEHTUBHI MEXAHI3MM KOHTPOITHO
i 3BMEHLWNTK (piHAHCOBI BTpaTK, BogHOYacC 30€epirluy HaBaHTaXXEHHSI Ha aHaniTUKIB
Ha KOHTponboBaHomy piBHi (Chen & Guestrin, 2016).

Lo cTtocyeTbcs obMexeHb AOCRIAKEHHS, TpaH3aKuiHi AaHi OXOmnmnoTb
nuwe nepuwi Wwicte TxHiB 2025 p. (Big no4yaTKy CiYHS OO CepenuHu FToro).
OTpuMaHi pe3ynbTatm MOXYTb 3MiHIOBATUCA Nig BNIIMBOM CE30HHUX DAKTOPIB YK
NnosiBU HOBMX CxeM LuaxpancTtea. Habip gaHux noxoauTb 3 ogHOro 6aHky, posTa-
woeaHoro y CLUA, ToMy 30BHILUHS BanigHiCTb pe3ynbTaTiB MOXe MiABULMUTUCL Y
pasi pennikauii ocnigKeHHs B KinbkoX piHaHCOBUX ycTaHoBax. Y Mexax obme-
XeHoro Habopy aaHux Oyrnu OOCTYMHI Nywe TpaH3akuilHi Ta 6a30Bi xapakTepuc-
TUKKN paxyHkiB. MepexeBi 1 NocnigoBHI O3HaKU (30Kkpema «npojaBelb — KapTka»
Ta AvHaMika ceciin) 3a3Buyan 3abesnevyoTb 4o4aTKOBE NiABULLEHHS €EKTUBHO-
CTi BUsiBNeHHs1 LWwaxpancTea (van Vlasselaer et al., 2015; Jurgovsky et al., 2018).

Crinkictb Mogenen € npegMeToM noganblunx gocnimpkeHb. lNMepesipka 3
ypaxyBaHHSIM 4acoBOI BNOPSAKOBAHOCTI AaHWX i MOCNIAOBHI OHOBIEHHA Moaenen
003BONMAM 6 KinbKiCHO OLHUTM egEeKTUBHICTb iXHbOI aganTauii 40 MNOCTINHOT
eBonouii natepHiB waxpanctea (Pozzolo et al., 2018). No-gpyre, HaB4aHHA Ta
KanibpyBaHHs Moenen 3 ypaxyBaHHSM BUTpAT, 3anexHuX Big iHAMBIOyanbHUX
BMMNAKiB, a TaKOX MaTpuub 36uUTKIB okpemux GaHkiB go3sonuno 6 cdopmyBaTtu
NPOrHO3M, L0 I'PYHTYIOTBCS HE NULle Ha CTaTUCTUYHIN BigNOBIAHOCTI, a 1 Ha one-
pauinHii ekoHoMmiui (Bahnsen et al., 2015). 3pewToto, 30BHILLHA nepeBipka Ha pi-
3HMX YacoBUX iHTepBanax, y pisHux reorpadiyHnx KOHTEKcTax i hiHaHCOBUX yCTa-
HOBax € HeobXigHOK Ans OLHIOBaHHS MOXIMBOCTI y3aranbHEHHS pesynbTaTiB Ta
BMSIBITEHHS MOTEHLIMHUX yrepemKkeHb, cneundidHnx anst okpeMmx HabopiB AaHWX.

Lle mocnigXeHHs MPONOHYE YiTKUA, NPaKTUKO-OpiEHTOBaHMM nigxig 4o Bu-
SIBNEHHS LlaxpancTBa y 0aHKIBCbKMIA TpaH3aKLisiX HAa OCHOBi @aHOHIMHUX TpaH3akK-
UiMHUX JdaHux. Y npausax 34iMCHEHO MOPIBHAMbHY OLUiHKY pi3HUX Mopeneu-
KnacucikaTopiB y Mexax cTtpatudikoBaHOi nepexpecHol NepeBipkn Ta Nnpogemo-
HCTPOBaHO 30aTHICTb AepeBHOro (rpagieHTHoro) 6ycTuHry 3abesneunTtun edektu-
BHY AMCKPMMIiHALi0 HAa OCHOBI @aHOHIMHUX, peaniCTUYHUX ANa BUPOOHMYOro cepe-
[OBULLIA XapaKTEPUCTUK, a MNiHiMHI Ta METOON Ha OCHOBI BiACTaHi € HeQOCTaTHLO
HaginHuMK. OTpUMaHi pe3ynbTaTh CTBOPIOKTL YiTKUI OPIEHTUP SK ANst €KOHOMIC-
TiB, TaK i ANS MeHemXKepiB 3 PU3KKIB, KM MOXHa BiATBOPUTK, NEPEBIpPUTM Ta
PO3LUMPUTK NiZ Yac po3pobKkM HOBUX MigXOAiB 3 ypaxyBaHHAM BUTpaT i NoOya0BM
MOSICHIOBAHUX CUCTEM MOHITOPUHTY BaHKIBCbKOrO LLaxpancTBa.
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Adeknapauis npo AOCTYNHICTb AaHUX

Habip gaHux Ha piBHI TpaH3akLuin, NpoaHanisoBaHni y LbOMY AOCHIAXEHHI,
OTpUMaHo Bifl 6aHKIBCbKOI YCTaHOBU 3 JOTPUMAHHSAM 0BMexXeHb KOHIAEHLINHOC-
Ti. Xo4ya faHi € aHOHIMI30BaHMMN Ta He MICTATb iHopMmaLlii, Lo A03BONSE ineH-
TndpikyBaTM 0CODY, MEPBUHHI 3aNMCKU € BMACHICTIO HajaBava AaHWX i HE MOXYTb
OyTV pO3MilLEeHi Y BIigKPUTOMY penos3uTopii abo BKIYEHi A0 AodaTkiB CTaTTi.
LLlo6 3abe3aneunTn Npo3opicTb Ta BiATBOPIOBAHICTb MeTodonorii, B poboTi HaBe-
JEeHO NOBHUKM nepenik 03HakK, MPOTOKOS OUiHIOBaHHSA Ta pe3ynbTaTh e(PeKTUBHOCTI
mMozenen. 3 nuTaHb, WO CTOCYHTbCA Habopy AaHuX i An3ariHy AOCIiAKEHHS, Y-
Tadi MOXyTb 3BepTaTucsa Ao BignosiganbHoro aBtopa (a-p. CrnvpugoH M. JNlamn-
ponynoc, spyridonlampropoulos@upatras.gr) 3 ypaxyBaHHsAM YMHHUX OOMEXeEHb
KOH®iAEHLINHOCTI.

Adexnapauina npo eTUYHI MipKyBaHHSA

Habip gaHux HagaHo B aHOHIMI3oBaHin opmi, NpoTe BiH HE MICTUTbL Nps-
MUX igeHTudikaTopiB. BukopuctaHHsa Lboro Habopy AaHUX OBMEXYETbCH TirbKu
HayKOBO-AOCHIAHNLIBKUMM LiNSMU B MeXaX BMMOT KOHMIAEHLINHOCTI, i XOoaHUX
cnpo6 NoBTOPHOI iaeHTUdikaLii okpemMmx ocid abo opraHisauin He 34iNCcHIOBaNoCs.
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